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ABSTRACT
Whether bias is an appropriate lens for analysis and critique re-
mains a subject of debate among scholars. This paper contributes to
this conversation by unpacking the use of bias in a critical analysis
of a controversial austerity algorithm introduced by the Austrian
public employment service in 2018. It was envisioned to classify the
unemployed into three risk categories based on predicted prospects
for re-employment. The system promised to increase efficiency and
effectivity of counseling while objectifying a new austerity sup-
port measure allocation scheme. This approach was intended to cut
spending for those deemed at highest risk of long term unemploy-
ment. Our in-depth analysis, based on internal documentation not
available to the public, systematically traces and categorizes various
problematic biases to illustrate harms to job seekers and challenge
promises used to justify the adoption of the system. The classifica-
tion is guided by a long-established bias framework for computer
systems developed by Friedman and Nissenbaum, which provides
three sensitizing basic categories. We identified in our analysis
"technical biases," like issues around measurement, rigidity, and
coarseness of variables, "emergent biases," such as disruptive events
that change the labor market, and, finally, "preexisting biases," like
the use of variables that act as proxies for inequality.

Grounded in our case study, we argue that articulated biases
can be strategically used as boundary objects to enable different ac-
tors to critically debate and challenge problematic systems without
prior consensus building. We unpack benefits and risks of using
bias classification frameworks to guide analysis. They have recently
received increased scholarly attention and thereby may influence
the identification and construction of biases. By comparing four
bias frameworks and drawing on our case study, we illustrate how
they are political by prioritizing certain aspects in analysis while
disregarding others. Furthermore, we discuss how they vary in their
granularity and how this can influence analysis. We also problema-
tize how these frameworks tend to favor explanations for bias that
center the algorithm instead of social structures. We discuss several
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recommendations to make bias analyses more emancipatory, argu-
ing that biases should be seen as starting points for reflection on
harmful impacts, questioning the framing imposed by the imagined
“unbiased" center that the bias is supposed to distort, and seeking
out deeper explanations and histories that also center bigger social
structures, power dynamics, and marginalized perspectives. Finally,
we reflect on the risk that these frameworks may stabilize problem-
atic notions of bias, for example, when they become a standard or
enshrined in law.
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1 INTRODUCTION
Recent controversies around algorithmic decision-making systems
(ADM) have led to increased public and scholarly attention toward
the concept of “bias." This shifting sentiment, as many controversies
turned attention onto algorithms, has also been described as the
“techlash" [70, 74]. In this article, we closely investigate an ADM,
colloquially called “AMS Algorithm", for profiling job seekers by the
Austrian public employment services (AMS, short for Arbeitsmark-
tservice) that became controversial and marked as “biased." The
AMS envisioned it as enabling a new regime for resource allocation
based on risk scores but was heavily critiqued for justifying aus-
terity politics, discrimination, and a strong lack of accountability,
contestability, and transparency [2, 3, 45]. In this paper, we identify
biases of this austerity algorithm using a long-standing framework
developed by Friedman and Nissenbaum [26] as an analytical lens
and discuss implications, benefits, and trade-offs of using such an
approach to critique problematic ADMs.

Throughout the ADM controversy, bias ascriptions played a key
role in deliberations about the possible impacts of the system as
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various actors invoked them in different ways. As we will explicate
later in more detail, we theorize that bias can act as a boundary
object that facilitates exchange and collaboration [69] despite no
clear consensus about it’s meaning among involved actors. De-
scribing an ADM as “biased" marks it as contentious, problematic,
and political in some discourses. For example, in law and public de-
bates, bias often refers to human decisions that discriminate against
marginalized people, are overly partisan, or simply wrong due to
the limitations of a decision maker’s perspective [21]. In contrast,
the term “bias" can have a more neutral or technical connotation in
other contexts. For example, in machine learning, “bias” can refer
to problems with data selection and collection.

Many social science scholars don’t subscribe to this antagonism
and hold that technologies can never be ‘unbiased’, similar to how
technologies cannot be objective [21]. Since bias has such a strong
hold in many public, scholarly, and professional spheres, some tech-
nology scholars have thus aimed at broadening how the term can
be used and understood. For example, scholars highlighted how
biases are not necessarily problematic and could also be intention-
ally included in ADMs to counteract historical injustices akin to
affirmative action[56]. These conflicting valuations of bias highlight
the fluidity of the concept, which we understand as a placeholder
construct for some phenomena understood as a ’distortion’ [56]
or ’slant’ [26]. Such biases become tangible usually in the form of
either a calculated number or a description of the bias, its causes,
and implications. There are many different ways biases could be
classified, some may be more useful than others, but ultimately no
absolute version exists [10]. Thus, we understand biases as socially
constructed, which does not make them less real but highlights
how they could be conceived of in many ways, e.g., by modelling or
choosing different variables, theories, or proxies in measurement.

We understand biases as relational and situated, which high-
lights how they need to be contextualized to become tangible and
debatable. For example, a recognized bias can be experienced as
problematic or harmful by one social group while seen as an op-
portunity for others. This conflict is a common concern in risk
assessment where the stable disadvantages of marginalized, recog-
nizable groups can produce predictability that enables and justifies
algorithms [29] used to enact and reproduce these inequalities, e.g.,
through triage or austerity politics [23]. We also understand biases
as performative, which means once they are conceived and com-
municated as such, they become ways how people understand and
feel failure, injustice, and unfairness. Some problematic biases are
hidden and barely noticeable, but once they become known as such,
they can turn into a bigger controversy[59]. This understanding of
bias motivates our research into how bias can be operationalized in
productive and emancipatory ways, such as to illustrate, diagnose,
and problematize injustices perpetuated by ADMs. [1, 59] Such in-
terventions have to be done with care since, as technology scholars
have argued [7, 20], bias frames have a tendency to depoliticize
controversies and render them ’merely’ technical.

A contested concept closely related to bias is that of ‘fairness,’
sometimes problematically understood as an absence of bias[62].
Increasingly, various researchers and practitioners interested in
improving the fairness of algorithms to address mounting criticism
have begun to develop ethics checklists [47] to improve the reflexiv-
ity in development without requiring practitioners to be completely

retrained or replaced. Some of these efforts have also been critiqued
as techno-solutionist “band-aids" [20], and ethics-washing [75], as
they may distract from necessary structural changes and regulation.
Still, both the checklist approach and the concept of bias endure. In
various fields of technology development, checklists and other re-
lated formalized protocols are standardized and trusted approaches
and consequently remain appealing to engineers interested in deal-
ing with problems of algorithmic systems. At this juncture, where
some critical scholars argue against the use of the term bias and
checklists, and practitioners continue to trust in them, the com-
bination of both in the form of bias frameworks is becoming an
important and popular genre that seeks to enable practitioners in
seeing and acknowledging various forms of bias.

We understand bias frameworks as classification schemes that
provide categories for possible causes of bias that can be used
to guide analysis. We employ such a framework[26] to identify
and construct biases of the previously mentioned job seeker profil-
ing ADM, thereby problematizing the system and challenging its
promised objectivity. In section 4, we use this analysis to reflect on
using bias for critique and argue for its strategic use as a boundary
object [69]. In the second part of that section, we discuss implica-
tions, issues, and benefits of using bias frameworks for analysis
and provide recommendations for how to improve them so they
can potentially aid in emancipatory projects. By comparing four
bias frameworks and drawing on our case study, we illustrate how
these frameworks are political by prioritizing certain aspects in
analysis while disregarding others, vary in their granularity and
how this can influence analysis, and favor explanations for bias
that center the technology instead of social structures. We conclude
with several recommendations for making bias analyses more just,
arguing that identified biases should be seen as starting points for
reflection on harmful impacts, questioning the framing imposed
by the imagined “unbiased" center that the bias is supposed to dis-
tort, and seeking out deeper explanations and histories that center
also bigger social structures, power dynamics, and marginalized
perspectives.

2 RELATED LITERATURE
This paper mainly relates to two areas of research. First, our case
study is situated in the context of public administration, specifically
in public employment services. It thereby contributes to a growing
body of research that critically engages with algorithms used to
profile the unemployed and allocate support measures. We review
literature on such systems in section 2.1. Secondly, we see our
analysis of bias frameworks as contributing to the broader topic of
algorithms and inequality, of which biases are framed as a source
and consequence. We take a closer look at existing frameworks
addressing algorithmic biases in section 2.2.

2.1 Profiling of the unemployed
The increasingly wide-spread use of profiling algorithms in public
employment services (PES) are part of a so-called ‘digital trans-
formation’ in public administration [25]. We conceptualize these
algorithms as socio-technical assemblages increasingly woven into
various everyday counseling and other administrative practices
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[27, 33, 38, 50]. They are adopted to reap the promises of automa-
tion and ‘evidence-based’ algorithmic decision making such as
efficiency and impartiality [58]. However, these systems are also a
source for concern due to their potential to perpetuate inequalities
and discrimination at scale [23, 72].

Nevertheless, public employment agencies increasingly use pro-
filing algorithms to make predictions, frequently of a job seeker’s
likelihood of becoming long-term unemployed. This is often done
to aid counselors in the assessment of prospects or to either focus
or cut resources for certain risk groups. Usually algorithms are used
to focus attention and resources on those deemed at highest risk
of long-term unemployment[3]. Only a few cases like the Austrian
AMS algorithm and a profiling algorithm in Poland[42, 51], which
was scrapped after a legal challenge, follow a triage approach that
seeks to cut spending on job seekers predicted to be least likely
to find stable employment. Beyond algorithms used to determine
unemployment risk, a related use case is the prediction of a job
seeker’s likelihood to exhaust unemployment insurance benefits
in the USA and Canada [18, 32]. The algorithmic profiling of job
seekers has a long history in public administration. Early statistical
profiling systems were rolled out as early as 1993 in the USA and
1994 in Australia [46].

In addition to profiling systems used in real-world applications,
the task of predicting long-term unemployment has also attracted
researcher’s interest to develop new and better approaches by ap-
plying long-established methods such as logistic regression [36, 40]
or more sophisticated machine learning approaches, e.g., using
ensemble machine learning [76], in their research.

Most of the statistical approaches in practice use some logis-
tic or probit regression (e.g., Australia, Italy, Netherlands, Sweden
and the USA), although random forest models (e.g., New Zealand,
Flanders/Belgium), gradient boosting (New Zealand) and factor
analysis (Latvia) are being utilized as well. More advanced machine
learning approaches see little use (yet) [18]. Besides purely statis-
tical or machine learning approaches, profiling can also be done
by caseworkers and through rule-based approaches [46] (see also
[32]). Frequently, a mix of methods is used, including systems that
allow caseworkers to override rule-based or statistical results [18],
which highlights the socio-technical nature of these ADMs.

The second crucial ingredient to profiling is the data used. Broadly
speaking, two types of data sources can be identified. The first
source encompasses administrative data that is collected by public
employment agencies and other authorities primarily for purposes
other than profiling [18]. The second type includes data collected
through questionnaires and interviews specifically for the purpose
of profiling. Other data sources, such as click behavior on websites,
see use for profiling only in rare cases.

The general concern over algorithmic bias has become an im-
portant topic for job seeker profiling. Critical scholars from Sci-
ence & Technology Studies, legal studies and computer science
have recently articulated concerns that profiling systems are biased
[2, 3, 45] and can lead to reinforced inequality [44]. Concerns over
such bias and discrimination also called civil society to action, most
recently in Austria [22] and Poland [42, 51].

Concerns over biases and ‘fairness’ have also led to recent re-
search that aims to advance profiling methods capable of addressing

these issues. Some researchers put a strong focus on the develop-
ment of ‘fair’ profiling approaches [36] while others audit newly
developed profiling approaches for biases with existing toolkits
[76]. The topics of bias and ‘fairness’ have also been taken up by
scholars who evaluate existing profiling systems [19] and advise
policymakers [73]. A very promising line of research, advocates for
participatory approaches that seek to include marginalized groups
and focus on questions both on the utility of ADMs and more
broadly how practices of PES can be remade for better and more
just support [60]. We see our analysis of bias presented later in the
paper as contributing to the growing body of research that critically
engages with algorithmic profiling of the unemployed. These are
algorithms in the public sector that affect vulnerable and marginal-
ized people and thus questions of inequality, bias and discrimination
are particularly relevant.

2.2 Bias, Frameworks and Inequality
As discussed in section 1, various critiques have been leveled against
narrow and technical conceptions of bias, such as in machine learn-
ing where ‘bias’ often merely refers to issues of data quality and
representativeness [13, 37, 53]. Scholars problematized how bias
frames are captured by techno-solutionist discourse and encour-
age debiasing as a method for applying superficial ’fixes’ mainly
intended to silence critics instead of tackling deeper social issues
[7, 30]. Some scholars called for abandoning the term bias altogether
in favor of ’oppression’ [20] as the latter emphasizes important
stakes of marginalized communities, which otherwise would be
branded merely as ’bias’. Scholars also argued that questions of
shifts in power structures instead of bias should become central to
work interrogating ADMs [35]. These interventions provide impor-
tant insights that should be considered when using bias frames for
different purposes. In this paper, we are particularly concerned with
bias as a mode for critique and diagnosis of problems, which prior
work has also identified as a potentially emancipatory intervention
computing professionals could be involved in [1].

The task of how to bound and structure various identified biases
to challenge the promises of a controversial ADM has motivated us
to engage with so-called ‘bias frameworks.’ We understand them as
classification schemes that provide categories that aid in identifying
and bounding biases and their possible causes. They promise to
bring order and comprehensibility to the messiness and variety
of algorithmic failures and harms [4]. They can aid in diagnostic
analysis by providing insights on where, what, and how problems
can emerge in the life cycle of an algorithm from its inception to
deployment.

Many frameworks are based on literature surveys that docu-
ment common algorithmic failures, problems, pitfalls, and/or biases.
Thereby, not all categories they list are referred to as bias, but we
still consider them part of the same genre since bias is often only
a shorthand for problem or distortion, as discussed in section 1.
The frameworks are usually meant to aid researchers in becom-
ing aware of known issues and how to appropriately deal with
them. Most are written for an audience of researchers and poten-
tially industry specialists. Additionally, there have been efforts (e.g.,
[16]) to synthesize published bias frameworks into frameworks
specifically designed for use in the industrial sector. Many of these
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frameworks are highly specialized. For instance, frameworks have
been created for social (media) data research [52], machine learning
based security research [5], computer vision [24], autonomous car
development [17], and natural language processing [6, 63]. There
are also frameworks that seek to be more general, in turn requir-
ing more coarse categories. A germinal example is Friedman and
Nissenbaum’s bias framework for computer systems [26] which dis-
tinguishes between three major categories: technical, pre-existing
and emergent bias.

More recent examples focus on the machine learning pipeline
[48, 71] or algorithms in general [65]. Scholars have also developed
classification schemes for the legal context, e.g. one framework
[45] introduces three bias categories: technical, socio-technical (i.e.,
bias due to problematic modeling decisions), or societal (i.e., bias
due to the reproduction of inequality in society). Bias frameworks
have also been used for educational purposes1 to illustrate the
variety of sources of bias affecting algorithms and their adoption.
This great variety of frameworks illustrates the current interest
in better understanding biases and also how creating them to fit
different contexts is seen as important to make them useful. We
contribute to this literature about bias and frameworks addressing
algorithmic biases by highlighting how they can be applied in an
empirical case study on job seeker profiling and providing meta-
level reflections and recommendations considering their utility,
implications, and potential for emancipatory projects. With this
work, we hope to ignite wider debate about the use and development
of bias frameworks for critique and analysis.

3 BIAS FRAMEWORKS ATWORK: THE CASE
OF THE AMS ALGORITHM

We present a case study of a controversial ADM, building on and
extending previous work [2, 3, 12, 45]. We briefly describe the case,
our methodological approach, and technical details of the system.
Based on this we trace biases of the ADM using a bias classification
framework [26]. The identified bias categories describe potential
problems of the system when used as envisioned. The aim is to de-
construct advertised capabilities of the ADM, such as its promised
objectivity, that justify its adoption and distract from the contro-
versial austerity politics it enacts [2].

3.1 Case Study AMS Algorithm: Algorithmic
profiling of the unemployed in Austria

Introduced in October 2018 by the Public Employment Service
Austria (AMS) under a right-wing government,2 the stated goals
of the ADM were to decrease the influence of the subjectivity of
caseworkers, increase the overall efficiency and speed of counseling,
and improve the effectiveness of supportive measures (including,
for instance, specialized job training, re-education, and other labor
market reintegration measures). To achieve these goals, the system

1Illustration of an educational bias framework published by digital culture scholar Felix
Stalder: https://web.archive.org/web/20230207054852/https://pbs.twimg.com/media/
FN39g0kXMAMQ1f-?format=jpg&name=4096x4096
2The early origins of the AMS algorithm date back to 2008 and early versions were
envisioned as instead being used to focus support and attention on those at high risk
of long-term unemployment. Planning and development with the current goal started
in earnest in 2015. The ADM’s deployment was originally planned for the end of 2016,
but was stopped by the government at the time[3].

classifies job seekers into one of three categories based on their
predicted “integration chance” (IC) into the job market:

• Group A: High short-term prospects3
• Group C: Low long-term prospects4
• Group B: Medium prospects (neither part of groups A or C)

This classification determines the levels of support available to
the job seeker. Job seekers from group A are deemed most likely
to find gainful employment soon without additional support mea-
sures. Subsequently, the frequency of mandatory visits with the
AMS would also be reduced for these job seekers and they would
not be offered certain support measures. Based on the assumption
that expensive active labor market programs and other supportive
measures would not substantially improve the (already presumably
low) reintegration chances of group C, these job seekers would be
referred to an external institution offering supervision and other
‘stabilization’ measures on a voluntary basis. Finally, group B, the
residual category, would be offered all traditional supportive mea-
sures.

As such, the systemwas introduced as a semi-automated decision-
support tool that promises to help distributing scarce resources
efficiently. To make the necessary predictions in the form of the IC
values, the system utilizes data reaching back four years in the form
of both personal attributes of job seekers, as well as their history
on the labor market and the performance of regional job centers. A
nationwide implementation was planned for 2020. Due to a number
of factors, including the heated public debate, the system gained
public attention and was reviewed by the Austrian Data Protection
Agency, which forbade its use in 2020. The agency argued that the
processing of sensitive information requires a dedicated legal foun-
dation according to the GDPR and the use for individual predictions
is not covered by existing laws. A court case challenging this ruling
is ongoing, and the system is currently not in use.

The planned operationalization of the so-called ‘AMS algorithm"
presented a number of tensions calling into doubt its capability to
reach the stated goals of efficiency, effectiveness and reduction of
human subjectivity and prejudice; for instance, the stated goal to
streamline the job seeker / caseworker interactions stands in stark
contrast to the assumption that caseworkers would be capable of
acting as a ‘human corrective’ for any erroneous classifications,
which puts additional strain on the already limited time with job
seekers. The Data Protection Agency also argued that the proposed
human oversight is insufficient and that the system should be clas-
sified as an automated decision making system according to GDPR
Art. 22. This would results in stricter accountability regulations
being applied that would have to be legally binding (as opposed to
‘merely’ internal guidelines).

3.2 Methodological approach
Our study of the AMS algorithm is based mostly on internal doc-
uments provided by the public employment agency and the con-
tracted company as well as documents in direct response to a cat-
alogue of questions we posed to these parties. We also engaged
with civil society groups while conducting this work, such as job
seeker interest groups. Many of these documents are not public, but

3Predicted likelihood ≥ 66% to have 3 months of gainful employment within 7 months
4Predicted likelihood< 25% to have 6 months of gainful employment within 24 months

https://web.archive.org/web/20230207054852/https://pbs.twimg.com/media/FN39g0kXMAMQ1f-?format=jpg&name=4096x4096
https://web.archive.org/web/20230207054852/https://pbs.twimg.com/media/FN39g0kXMAMQ1f-?format=jpg&name=4096x4096
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provided to the authors for a commissioned case study [3] with the
permission to use them for further scientific research. The section
3.4 presents an in-depth classification of different of problematic
biases of the AMS algorithm by reworking and extending results of
the commissioned study.

To analyse the documents, we used qualitative document analy-
sis as a method [9]. This involved close reading of the documents
and annotating relevant sections. Our analysis draws on sensibili-
ties from a feminist and constructivist tradition [14, 66] and seeks
to follow a line of research concerned with the social study of al-
gorithms [59, 61]. This means we understand these documents not
as purely descriptive or objective, but instead as constructed texts
emerging out of practices, situated in organizational cultures and
responding to specific contextual demands.

Three kinds of information were annotated: First, information
about the broader context out of which the AMS algorithm was
created, such as what requirements guided development. Second,
information that allowed us to understand the precise technical
workings of the algorithm, which includes descriptions of variables
and databases, and internal evaluations of the system. Third, how
the AMS algorithm was supposed to be embedded into the actual
processes of the public employment agency’s counselling processes.

Based on identified technical details, we tried to reconstruct the
workings of the AMS algorithm to assess its potential impacts on job
seekers. We use the term reconstructing over reverse-engineering
[39] because we were not able to recreate an implementation of sys-
tem because we didn’t have access to the data used for constructing
and evaluating the models. We then identified possible biases of
the ADM, and categorized and interpreted them using a chosen
framework [26].

The public employment service was not transparent about the
AMS algorithm, and this proved to be controversial. The initially
published documents by the AMS turned out to be confusingly for-
mulated, contradictory and selectively disclosed flattering statistics
on error rates and precision in lieu of a detailed and balanced de-
scription [31]. One document described a logistic regression model
that was not used for the classification. Against this backdrop, our
analysis contributes to a better public and academic understanding
because it can build on internal documents detailing the AMS algo-
rithm’s development and evaluation, providing crucial information
that was previously unknown to the public.

3.3 Technical description
We found that the algorithmic system is comparatively simple and
not a complex, modern statistical system, despite initially being
portrayed as such. Before the categorization of job seekers into one
of the three categories as outlined above, each individual’s IC value
is calculated based on a simple ratio between prior observations of
job-seekers with the same or similar attributes: those that fulfilled
either the long or short integration criterion versus those that
didn’t.

A matrix cross-relating a total of 13 variables models job seekers,
including gender, age, citizenship, education, health impairments,
duties of care for others, job sector, assignment to a specific job center
and prior employment history. An individual is then compared to
a historical group of job seekers with the same variable values.

To explicate this procedure with a simplified example, a 35-year
old woman with non-EU citizenship and no health impairments
would be compared to all other 30 to 49 year-old women with
non-EU citizenship and no health impairments within the prior
four years. If, for instance, 83 out of a total of 100 persons with
these same attributes did manage to find gainful employment for
at least 3 months within the first 7 months of unemployment, the
individual’s short-term IC value would be given at 83%.

Given the many possible combinations of personal attributes
and variable values, it is not surprising that–for a significant subset
of job seekers–the number of comparative observations could be
quite low, in some cases even less than 10. The system would then
merge adjacent groups by joining certain variable values. The spe-
cific process of how these merges would occur was not disclosed.
The variables were not only chosen due to the advertised goals of
increasing accuracy, efficiency, and effectiveness. For example, they
were meant to be convincing and explainable to different stake-
holders and certain variables were omitted due to ethical concerns
while others remained. Similarly, the thresholds applied to IC scores
to produce the three risk categories were calculated using other
constraints beyond the stated goals.

Further complicating the process is the fact that the total popu-
lation of available observations was split further into those with
a complete employment history within four years prior and those
where this data was incomplete. The latter were again separated
into individuals with a migration background, individuals under
25 years of age and the remaining individuals with incomplete em-
ployment history. This step was likely a measure to improve the
accuracy / error rates of the predictions, and to make up for a lack of
observations for certain sub-populations. Overall, the system was
advertised as 80% accurate; however, this purported accuracy varies
greatly depending on which subset of the populations individuals
are assigned to, sinking as low as 69% for some combinations as
indicated by the internal evaluations by creators of the AMS algo-
rithm. There was no evaluation by external experts with access to
the data used for constructing and evaluating the models, which
calls the reported numbers into question. Prior work has also high-
lighted, how reductive performance indicators can hide problematic
disparities disadvantaging marginalized groups and arbitrariness
in classification [2, 29].

3.4 Analysis: Tracing Bias
We employ a long-established bias framework for computer systems
by Friedman and Nissenbaum [26] to analyze the AMS algorithm
and illustrate how its three basic categories for bias (technical, pre-
existing, and emergent) can be traced. We adapted the categories
slightly to make them fit the context and added subcategories that
we deemed useful for illustrating specific structural issues of the al-
gorithm that could lead to harms, such as not receiving appropriate
support measures when needed.

3.4.1 Technical Bias. This bias category is concerned with repre-
sentational accuracy in light of "technical constraints or technical
considerations" [26, p. 334] such as the abstraction, reduction, and
decontextualization necessary in statistical modeling at scale [54].
This category provides a lens on flexibilities and tradeoffs decision
makers have to consider, which highlights the non-innocence and
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political character of their work [10]. It attributes accountability to
human actors as design decisions are problematized. This can point
to ways the system could be potentially improved [60] or how it
has inherent fundamental issues that no design can remedy. In the
context of the AMS algorithm, this flexibility refers to the decisions
of involved actors such as on the data used and how categories are
constructed, which influence which job seekers receive social sup-
port measures from the state. The following paragraphs categorize
various biases and illustrate how long-standing problematic soci-
etal assumptions and established practices are reproduced through
design decisions and thereby reify marginalization and enacting
representational harms [8].

Rigidity and Coarseness of Variables: The variables assumed to
influence job seeker chances are modeled based on a few, often
dichotomous, categories. Consequently, these categories have to
be coarse and encompassing to be convincing and allow for a clas-
sification scheme that can maintain the promise of capturing the
complexity and variety of the Austrian labor market. For example,
three age groups were used to categorize job seekers, which poses
that people part of these groups have sufficiently similar integration
chances to allow prediction. The variables fix fluid, continuous reali-
ties into supposedly stable and discrete categories. For example, the
dichotomous health impairment variable absurdly oversimplifies
disability and how it impacts possibilities for work in the labor mar-
ket, disregarding difference, and representational justice in favor
of supposed bureaucratic efficiency.

Rigid Categories: The categorization into risk groups is based on
strict thresholds applied to calculated integration chance (IC) values.
Thus, job seekers with IC values that only differ minimally may be
assigned to completely different groups, which entail completely
different treatment and support measures.

Uncertainty of Job Seeker Groups: As noted above, the AMS algo-
rithm supposes that job seekers that share variable values have the
same integration chance. Increasing the number of potential values
also increases the number of groups, which is assumed to increase
homogeneity within groups and differentiation between them. Yet
since the number of job seekers is constant, when the number of
groups increases so does the number of groups based on very few
observations. According to the documentation, about 1900 groups
are based on 50 or more observations and are thereby considered
“statistically satisfactory," a term made up by the creators of the
AMS algorithm. About 39% of job seekers are classified based on
aggregated integration chances of groups that are considered “sta-
tistically not satisfactory." About 12% of job seekers are classified
based on groups with less than 10 observations. Making predictions
based on so few observations is concerning and a consequence
of the chosen method. As a remedy, smaller ones are aggregated
into bigger ones, but it was not made clear what criteria were used
for merging. The system requires stable, historical data about job
seeker groups in order to calculate integration chances. Since it only
considers data collected over a period of 4 years, it cannot assess
new job seekers that are part of groups that represent sets of values
not encountered in that timeframe. For these groups no data would
be available at all and, in turn, the integration chances for such job
seekers would either have to be guessed or would need to be based
on another group with available observations. Counselors don’t

know on how many observations a classification is based upon and
thereby cannot consider this uncertainty in their assessment.

Privileged Perspectives: The data used to construct the model
only represents a limited perspective on the labor market. It is only
able to uncover correlations between essentialized characteristics
of individual job seekers as recorded in governmental databases
and periods for which job seekers use the services of the AMS. This
partial perspective ignores, e.g., people that look for a job with-
out being registered with the AMS. Furthermore, the correlations
that can be uncovered in this setup only attribute unemployment
to characteristics of job seekers. The data does not reveal, for in-
stance, if certain industries or companies have problematic hiring
practices, e.g., excluding women or other minoritized communities
from open positions. The data does not contain any information on
whether job seekers found a position they are happy with, either.
Similarly, it is not able to uncover correlations that may point to
problems with caseworkers at the AMS and the AMS management.
The tool ultimately provides a perspective on the labor market that,
based on calculated reasons for unemployment building on the
available correlations, always insinuates that job seekers are the
ones responsible for being unemployed.

Qualitative Factors: The AMS algorithm does not consider quali-
tative factors which potentially impact job seeker integration. For
example, the intrinsic motivation of job seekers is ignored although
it may impact reintegration chances significantly. Similarly, issues
around appearance are sidelined, although it has been shown that
they can be important factors in a job search and furthermore may
result in discrimination [64].

3.4.2 Emergent Bias. This category seeks to capture bias that "arises
in context of use [. . . ] some time after a design is completed" [26,
p. 335]. Put differently, this bias category foregrounds changing
contexts, for example, due to the passage of time or use in spaces
it was not intended for. This section identifies several bias cate-
gories we deemed relevant to the AMS algorithm. For example,
how norms, laws, and representations are not stable over time but
constantly change, which affects the reliability of the system and
cannot be easily solved through updates as it may take time un-
til these changes result in stable, measurable trends (if they ever
do so). Consequently, job seekers are increasingly misrepresented
over time. A desired "unbiased" state can never be reached, and the
envisioned yearly updates cannot be considered a sufficient fix for
these problems.

Disruptive events: The algorithm is updated yearly, and thereby,
it assumes that the labor market does not change much in that
year. Yet, recent examples, like COVID-19 or 2008 financial crash,
highlight how disruptions happen regularly and often invalidate
recent empirical labor market data as structures change quickly.

Changing Laws and Norms: Both laws and norms change, and
can invalidate aspects of the system. For example, the historical
databases don’t account for the third gender option, which was
recently legally recognized in Austria. This is also affects for the
AMS Algorithm, as it only recognises a gender binary of male
and female. With that, it either forces people not conforming to
this binary into one of these categories or they simply cannot
be processed. It is unclear how new versions of the system will
handle this change because there are no historical records for people
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identifying as neither male nor female to calculate their integration
chance.

Interpretation and Interface: : The AMS algorithm’s group de-
termination likely deteriorates the quality of counseling, as case-
workers have very little time (sometimes only 10 minutes) [2] for
engaging with job seekers and resolving issues with the calculated
scores. The envisioned interface presents counselors a risk category
and for job seekers with fully documented histories (about 70%)
also the calculated integration chance can be accessed. These bits
of information do not provide much room for interpretation and
contestation for job seekers. In fact, internal instructional materials
reveal that counselors are trained to convince job seekers of the
objectivity of the algorithmwhen they question their own classifica-
tion. After the introduction of the algorithm, counseling may center
questionable classifications instead of job seekers’ articulated needs.
The interface is also meant to aid counselors in this convincing
by providing a set of a few rudimentary explanations for certain
scores that can be presented to worried job seekers. Most of these
are not very descriptive and some of them even reproduce racist
and sexist stereotypes, e.g., only women (but not men) with chil-
dren are warned about their childcare responsibilities negatively
impacting their integration chances. Previous work highlights how
the discretion caseworkers have for interpreting the interface and
possibly changing group assignments could also further reinforce
disparities if caseworkers hold discriminatory beliefs [28].

3.4.3 Preexisting Bias. This form of bias has its "roots in social in-
stitutions, practices, and attitudes" and "exist[s] independently, and
usually prior to the creation of the system" [26, p. 334]. In practice, it
embodies prejudices, held values, established practices and current
social orders that seep into algorithmic systems through actions of
institutions or individuals. In our case, this analytical bias category
sensitizes us to the ways that contemporary injustices and historical
inequalities on the labor market and the AMS as a public institution
are inscribed in the algorithm and reinforced when it is used in de-
cision making. Thus, this analysis problematizes these inequalities,
as the desired "unbiased" norm or center in this category would be
an algorithm that does not allocate fewer resources to people based
on historical injustices. Instead, a "less" biased algorithm according
to this category would seek to remedy and repair these injustices,
for example, by allocating more resources to marginalized people,
so they don’t negatively affect people’s opportunities on the labor
market.

Variables as direct/indirect Proxy for Inequality: The data used
to construct risk scores also accounts for historical disadvantage
and discrimination in the labor market and by the AMS. Thus,
the calculated risk of long-term unemployment of marginalized
groups affected by these mechanisms is higher, which means fewer
resources for these groups with the danger of a self-reinforcing
loop algorithmically optimized to exacerbate inequality. The effects
of these injustices are accounted for in the model through vari-
ables that directly model marginalized groups, e.g., women are a
category of the gender variable, and also indirectly, e.g., the area
an unemployed person lives is also a variable and correlates with
socio-economic opportunity.

Multiple Models as Proxy for Inequality: For some job seekers,
the data for four prior years is not complete. For these individuals,

the designers of the system created three separate models based on
particular variable values. The category for "people with migration
background," for example, contains people of foreign nationality,
naturalized citizens, and people who have at least one parent of
foreign nationality, three very different circumstances. It is not
completely clear why these lines of separation were chosen. The
separation concentrates many job seekers with calculated high risk
of long-term unemployment in one model, which means that new
job seekers classified as "people with migration background" are
likely to be also classified as high risk. The effects of the segmenta-
tion also partially align with stated policy goals of the government
under which the AMS algorithmwas introduced, to focus less on the
support and integration of refugees and more on other groups[3].

4 FRAMING BIAS: UNPACKING THE USE OF
BIAS FOR ANALYSIS AND CRITIQUE

Based on our experience from the case study presented in the pre-
vious section, we reflect on the implications of using bias and bias
frameworks to analyse and problematize algorithmic systems. We
discuss how bias can act as a boundary object, enabling cooperation
and deliberation across contexts. In section 4.3, we unpack bene-
fits of using bias frameworks, potential issues, and discuss ways
forward.

4.1 Criticism of bias
Various technology studies scholars have recently problematized
the language of bias for its often narrow technical framing and
argued instead for a focus on broader analyses of social structures.
We agree with these calls in principle and emphasize the impor-
tance of critically engaging with the concept and its uses. In light
of these debates around the usefulness of bias, we think it is in-
structional to look at how other fields dealt with similar issues. For
example, surveillance scholars researched and problematized the
capture of privacy by industry interests [15], highlighting an over-
individualization of the concept focused on reductionist notions
of consent. In response, scholars produced foundational critiques
of privacy while also strategically using the concept and seeking
to redefine it to center collective and public interests [15, 49]. In
a similar manner, we advocate for foundational critiques of the
concept and for strategic and critical engagement with bias.

The way bias can be meaningful for critique becomes visible
when concerns of actors are examined that aim to hide problem-
atic biases and their harms. For example, Meta reportedly banned
employees from using the terms ’bias’ and ’discrimination’ when
discussing their algorithms to avoid possible liabilities [41]. The
example highlights how the articulation of a bias can pose such a
challenge to problematic practices and narratives around the as-
sumed functionality of systems [57] that companies may even try
to preempt it. In the remainder of this section, we argue for poli-
tizing bias and point to its emancipatory potential by highlighting
the possibilities of its strategic use as a boundary object [43, 69].
Furthermore, drawing on our analysis presented in the previous
section, we discuss benefits and risks of using bias frameworks to
aid in identifying, constructing, and explaining biases of algorithms
and highlighting how they could be improved.
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4.2 Bias as enticing Boundary Object
The articulation of bias can enable cooperation across community
boundaries because bias can be meaningfully constructed to act
as a boundary object [69]. Such boundary objects are defined as
"adaptable to different viewpoints and robust enough to maintain
their identity across them" [69] and thereby enabling "different
groups to work together without consensus" [43]. This ability of
bias frames to cross boundaries is also enabled by the regular usage
of the term in many different professional and public communities
and its authority through its association with scientific practice
[21].

In the FAccT community, auditing highlights how bias can act as
a boundary object. For example, auditors can bring algorithmic bias
into existence as a tangible number through measurement. This
bias can then be further contextualized, transformed, theorized, and
problematized by interest groups with their own local knowledges
and the intention to elicit change and challenge injustices. It may
also be debated in courts where negotiations take place how it
relates to existing law. As the bias identified and constructed by the
auditors travels, it maintains some identity while its interpretative
flexibility enables other groups to adapt meanings relevant to the
contexts they engage with and thereby make it useful to them.
The bias acts as a boundary object until closure is reached when
deliberations such as around its explanation and significance are
settled [55, 67]. This process of closure involves also power as
different actors try to make their interpretations convincing and
enduring, and, thus, may result also in unjust outcomes stabilizing
problematic and harmful notions of bias or its absence.

The narrative around the AMS algorithm as a modern, impartial
statistical tool for the allocation of scarce resources was initially
not perceived as highly controversial in the public discourse. The
controversy took off after coefficients in a publicized regression
analysis were interpreted by interest groups and scholars. They
pointed to the fact that being a woman in the system was a risk
factor that increased the chances of long-term unemployment and
categorization as part of group C. This reading undermined the
promised objectivity of the system and encouraged and mobilized
various interest groups, journalists, academics, civil rights organi-
zations, gender equality activists, and legal professionals to further
investigate and interpret the document, the biases it may show,
and question the claims of the AMS. The numbers, not intended to
be indicative of bias, were reinterpreted as such and then became
a boundary object around which all these disparate groups came
together to unearth issues such as discrimination and contribute
their perspectives. This example highlights the potential of bound-
ary objects for critique, and we hope it also shows how bias can
be useful, if strategically and thoughtfully applied, as a boundary
object for emancipatory endeavors.

The interpretative flexibility of bias can also foster controversies
and conflict, especially when opposing conceptions and interests
meet. For example, an understanding of bias as the opposite of
‘objectivity’ produces disagreements with those that question this
antagonism altogether. Advocates of the first definition frame bi-
ases as merely technical and thus seek to fix them to reach some
imagined ‘unbiased’ or objective state. In contrast, adherents to

the second definition push back against such bias conceptions be-
cause they stabilize technological frames that make an imagined
‘unbiased’ state seem truthful and thereby incontestable.

Whether a bias or harm is recognized as such in different con-
texts is also a question of power[29]. As different actors influence
debates to further their interests, those with a vested interest in the
technology and the politics it enacts are often in positions of power.
They are incentivized to keep certain biases and harms hidden,
don’t give them their attention, or push reductive notions of bias to
stabilize the technology[29]. Such endeavours involve unmaking
bias as a boundary object that acts as a site for critical and eman-
cipatory debate and instead produces closure to end debates and
stabilizes one perspective. In such cases, confrontations between
opposing positions are necessary to challenge problematic frames
that, e.g., make the adoption of a problematic ADM seem inevitable
and foreclose alternatives. We think this is the case for the AMS
algorithm and discuss this further below in our reflection on bias
frameworks.

In other cases where needs and desires addressed by an algorithm
are less contested, bias can also act as a useful boundary object for
reformist projects. For example, bias in health care is often widely
understood as distortion [56], which can be a useful frame to work
across boundaries and suggest improvements to different people.
We think in such cases a bias framing may be also useful because
it is comprehensible to the general public and different scholarly
communities. It may even be required in some cases to enable a
public debate at all. Some communities ascribe to certain notions
of objectivity and may not engage with other framings. In the next
section, we reflect on using frameworks to identify and construct
biases and the benefits and risks of this practice.

4.3 Reflections on using Bias Frameworks
We understand bias frameworks as classification schemes that name
and exemplify potential sources of bias to aid auditors and other
critical analysts in identifying issues with a technology. Yet, these
frameworks also come with the danger of reifying and stabilizing
certain bias categories developed with a certain stance and use
cases in mind. We highlight how these frameworks are partial and
political by comparing several bias frameworks [26, 48, 53, 71] and
pointing to differences in how they conceive of biases and discuss
how they could be rethought.

4.3.1 Explanations for Bias. Bias frameworks provide explanations
for biases by, e.g., highlighting how and where they occur, and
structure them into bias categories. The construction of such bias
categories requires interpretative and normative work as it entails
intentional decisions about, e.g., how a bias is bounded/framed
(including the imagined norm/expectation from which it deviates),
how it is explained, and what potential concerns it may entail. In
turn, there are many different ways explanations for bias could be
classified [55].

Friedman & Nissenbaum [26] introduced three coarse bias cate-
gories and several subcategories, some of which arguably are less
relevant to contemporary critiques of algorithms (e.g., issues with
randomization). This is not surprising given the time of publication
and the different technological landscape then. More recent bias
frameworks[48, 53, 71] also have a category for evaluation bias that
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captures problems in testing, which is absent in the Friedman &
Nissenbaum framework but would be an important extension.

We caution to simply take bias categories provided by frame-
works uncritically because at times they provide misleading expla-
nations. For example, the term ‘technical bias’ in [26] may help in
identifying limits of the technologies used, but the term ‘technical’
tends to also make invisible the decisions that have to be made –
and potential values carried by these decisions – when developing
an algorithmic system. As Jaton [34] nicely shows, many technolo-
gists are “reluctant to make hesitations and uncertainties visible" (p.
8) that have an influence on the possible forms of an algorithmic
system, most of which are (eventually) not realised. We consider
‘socio-technical’ bias, for example, as a more appropriate name for
this category as it sensitizes analysts to see perceived technical
limitations also as the result of human judgement.

We argue that frameworks should not focus solely on techni-
cal issues and trade-offs as these overemphasize decisions of the
individual developers. As our study has shown, policy, social condi-
tions, discourse, and organizational rules also put bounds on viable
options. For example, the variables and their possible values had to
be available in governmental databases and familiar to caseworkers
and other actors within the Austrian public employment service.
The frameworks we examined did not contain a category about
bias that emerges due to decision making of higher-ups or other
organizational boundaries, which may foreclose important paths to-
ward more just outcomes. The frameworks also depoliticize biases
by making them appear as though they often result from individ-
ual decisions, mistakes, or pitfalls [29]. This moves attention away
from questions of power, injustice, positionality, limitations, and
organizational responsibility.

Bias frameworks also imply different theories about how bias
circulates. One framework [71] depicts biases as seeping into al-
gorithms within a linear ML development pipeline that ends with
deployment. The authors acknowledge that, in practice, develop-
ment is more messy and iterative, involving feedback loops. In
contrast, the bias framework by [48] identifies three interrelated
sources of bias in machine learning: the data, algorithm and user
interaction, and connects them through a loop. In the resulting
system, biases travel in a feedback loop, from data to algorithm
to user interaction and back to data, to illustrate how biases can
be self-reinforcing. This model does not address how bias initially
became part of the system, which may imply that bias is always
there in some capacity. In such circular, homeostatic models, a the-
ory of change and agency is absent. Lastly, the bias framework
we chose [26] provides a list of categories, which we found most
useful for our case. It provides more flexibility and comes with
few assumptions about processes that are hidden to us as external
researchers.

4.3.2 Granularity of Bias Frameworks. The Friedman&Nissenbaum
framework [26] provided us with rough guidance for the analysis
of the ADM at hand. As a consequence of following ‘only’ three
broad categories of bias (cf. sections 3.4.1–3.4.3), it was not possible
to simply use the framework in a template-like fashion, but it had
to be significantly adjusted. We neglected the subcategories since
many of them did not fit our case. The structure the three categories
provided aided us in constructing different bias categories in an

orderly manner, while the flexibility encouraged close examina-
tion of the different parts of the ADM to come up with nuanced
subcategories that fit the context and case well.

Several of the more recent bias frameworks we looked at com-
prised more categories that were more nuanced. They were de-
signed for specific contexts and technologies that were a bad fit
for our case study. Furthermore, we found that some frameworks
have bias categories with similar meanings but slightly different
labels and emphases on certain aspects. For example, preexisting
bias [26] is akin to historical bias [48, 71] as both problematize
injustice that seeps into technology, but the latter is more specific
and only concerned with data (generation). Sometimes multiple
categories may represent one category in another framework, e.g.,
representation, measurement, aggregation bias [71] are similar to
technical bias [26]. Representation bias could also be categorized
as preexisting bias [26] if the under-sampling of one group is due
to historical disadvantage. This further highlights how blurry these
abstract categories that consequently require interpretative work
by the analyst are. Finally, some frameworks lacked categories that
were important to our analysis of the AMS algorithm, such as, e.g.,
emergent bias [71].

Bias frameworks that put a focus on high granularity and speci-
ficity can have obvious benefits: Fine-grained bias categories can
aid in identifying these types of biases, and it can be particularly
useful for novice researchers. It can be an opportunity to allow for a
bias framework to account for more variability through specificity.
By using more granular categories, researchers can also build on top
of previous research more easily, e.g., by observing if certain types
of biases frequently occur in a particular type of application or if
they are hard to spot. However, we fear that the more nuanced bias
frameworks become, the more rigid they become. Metaphorically
speaking, by shining a the available light on certain parts of an
algorithmic system, they can keep other parts in a deeper shadow.
With increased granularity, it is easier to fall into the trap of simply
following the framework and using it as a kind of checklist.

Coarse frameworks encourage the researcher to adapt the frame-
work and resist simple ‘application.’ In other words, they put more
responsibility on the side of the researcher scrutinizing an algo-
rithm, whereas more granular frameworks put more responsibility
on the framework and its designers. The coarseness can also aid in
communication, as extensive bias lists and too much detail may be
overwhelming and hard to grasp in public outreach. One way to
productively engage with these tensions around granularity could
be frameworks with multiple levels of granularity that go into more
depth but also have big categories. We still think, in many cases, it
probably would be best to devise biases and explanations for differ-
ent audiences and, while doing that, also reflect on the granularity
of bias categories.

4.3.3 Technological Focus of Bias. There is an inherent limitation
to bias frameworks: They focus on biases. While this statement
may seem trivial, it prompts the question: What else is there to
investigate besides biases? The framing of bias comes with the risk
of focusing the analysis mostly on the ADM as a technology. For
example, one framework concerned with measurement and algo-
rithms based on social media data [53] framed all bias categories in
terms of validity while acknowledging at the end that ethics are also
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important. This is a problematic stance as there is no one objective
way to describe the social and all its contingencies, thereby, ethical
and political considerations need to be also part of bias analyses.
For our case, it would suggest that there is a “correct" or “optimal"
way to sort people into categories and assign them support mea-
sures. Yet, social sorting based on risk itself is an inherently political
endeavor where no absolute and “correct" solutions exist.

Biases can distract from big-picture questions, such as other
sources of injustice or operational and organizational aspects, or
whether an algorithm should or can be built at all. A prime example
is the algorithmic system’s objective. In our case study, the objec-
tive is to distribute resources among job seekers, but in a way that
is substantially different to most similar systems outside of Austria
[3], namely by focusing on job seekers that promise the best return
on investment of resources, not those who are most vulnerable.
We identify biases and show how the system does not deliver on
its promises of objectivity, thereby challenging the narrative of its
adoption as inevitable technological progress. This kind of anal-
ysis does not necessarily question the fundamental, problematic
premises of an objectification of austerity politics.

To conclude, merely identifying bias categories existing in a
system ought to be only a starting point that can enable deeper
investigations. For example, our analysis also highlights how in-
justices in the labor market factor into calculated risk scores. This
insight challenges the intended use of the AMS algorithm as it
shows how it, by definition, reproduces injustices if no mechanisms
are put in place to counter these tendencies. Thus, the fundamental
premise of the ADM is called into question, and the issue of how
to deal with deep societal inequalities becomes a topic of debate,
highlighting how structural critiques can start with or be supported
by a bias analysis. Bias frameworks can aid in this process, but in
themselves they are no guarantee that foundational questions will
be raised.

5 CONCLUSION
In this paper, we presented a critical analysis of the AMS algorithm
based on new information about its inner workings. We identified
and constructed various biases that illustrate harms to job seek-
ers and challenge promises used to justify the ADMs adoption.
Based on this work, we unpacked the implications of using bias
and frameworks for analysis to critique ADMs. We explained how
articulated biases can be emancipatory and strategically used as
boundary objects to build critiques without clear consensus of all
parties involved. Despite the concerns we voiced on the use of
bias frameworks, we think they can provide useful sensibilities
for identifying and diagnosing problems using ADMs as a starting
point when used appropriately. We believe these frameworks will
likely remain relevant in some capacity in computing and therefore
should receive more critical attention from scholars. Like any kind
of classification scheme [10], they will also always be lacking in
certain respects, in turn, we argue for a pragmatic stance towards
them.

We discussed trade-offs between coarseness and specificity of
categories in frameworks and how they may impact later analysis
that builds on top of them. The explanatory capabilities of bias
categories were discussed, highlighting how many categories focus

only on the technology and often situate responsibility with the
algorithm designers. This focus is concerning as it individualizes
problems with ADMs instead of also centering organizational and
other social causes, and interrogating premise and limitations of
systems. We argued that biases should be seen as a starting point
for further analysis, such as what are deeper historical and social
explanations for their emergence, what underlying power dynamics
stabilize them, and what can be done to counteract them. We also
think interrogating a bias can enable fruitful conversations around
what “unbiased" or natural states are assumed or desired, and if
some of the biases should be upheld or abandoned. When bias
frameworks are used, it is important for analysts to be cautious
about what they make invisible and prioritize, and the context
the framework was designed for, to ensure analysis is critical and
reflexive. Similarly, it is important for analysts to be aware of their
own positionalities and explore how the constructed categories fit
their case so that they can be made actionable and communicable.

The worrying neglect of categories and explanations grounded
in social theories in the frameworks we reviewed above highlights
a need for further critical research in this area. We argue that
as such frameworks are made and reworked, they should make
their perspective and epistemological commitments clearer, focus
on more concrete phenomena instead of abstract terms like bias,
foreground questions of power and justice, and draw from more
relevant fields concerned with the ’social’ such as Anthropology,
Sociology, and Science and Technology Studies. This also entails
not referring to all introduced categories through a combination of
the name of a phenomenon and the suffix “bias," but instead also
using more theoretically-informed descriptors that acknowledge
the political nature of these categories. For example, analysts could
draw on developed literature like agnotology and illustrate the
co-production of different forms of ignorance through the use and
evaluation of certain algorithms[29]. We argue frameworks should
be constructed through more participatory approaches that seek to
center the perspectives of marginalized communities [11, 47, 68].

There is a risk that these frameworks stabilize certain problem-
atic notions of bias, for example, when they are enshrined in law.
The stakes are high in matters of bias and harm, so it is impor-
tant that possibilities for emancipatory debate remain open and
that frameworks are circulated with this in mind. This entails con-
structing bias categories so they can act as useful boundary objects.
There is also a risk of frameworks just becoming another piece
of paper that is mostly ignored. We think these frameworks can
also encourage debate and reflection among those involved in the
creation of an algorithm. They can mark points in the development
process where things could have been different, where important
politics are played out, where creeping inequalities should have
been addressed - and when an algorithm just is not a viable tool.
Thus, we think future work should seek to both critique and im-
prove them, and empirically study their use and impact through
empirical methods such as participant observation.
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